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Language in deep learning

e Transformers - flexible, non-local
representations with long context windows
o Firstin NLP, then ViT
e Auto-regressive training at internet scale
o le. "next word prediction”
e Accessible/usable without Al skills

o Large-scale deployment
o Prompt engineering
o Human correction/verification

e Hallucination, bias, mode collapse..




Joint embeddings

CLIP - contrastive
image/language training
SigLIP introduces
sigmoid loss to handle
normalization issues with
softmax
What about other
modalities? Other
structured knowledge?
o CLAP, BioCLIP,
TaxaBind

Pepper the
aussie pup

- Text

Encoder

B

o

Image

Y

Y

Encoder

]

Y

Y

T; T Ty Tn
I LTy | )Ty | 1T L' Ty
15) LT 50N 1, T3 L' TN
I 3Ty | 3T, | 3Ty I3 Ty
In INT) | INT2 | INT3 INTn

https./arxiv.org/pdf/2103.00020.pdf




Generative vision-language models

e T[ext-conditionalimage/video

generation
o Stable diffusion, DALL-E, Sora CLIP objective img
e ' H . -~ encoder
e Image-conditioning in -
generative language models playing a
u . . flame [MEHENM § _ | T
o le "Does this image contain an :
i o throwing o L,
Ame.ncan Robin? trumpet” 143866
o Useimage encoders that are ) —
accessible/interpretable tothe e ’ - 8»@» —
language models, but more =
prior decoder

tokens per image than CLIP (ie 170
tokens for an image in GPT-40)



Prompt engineering

Prompts are brittle. "A photo
of a dog" vs "A picture of a
dog” will give very different
results

In-context or “chain of
thought” prompting

It can be hard to
track/understand errors
(reasoning is wrong, answer
is right?)

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

tennis balls. Each can has 3 tennis balls. How many

of

_J

l A: The answer is 27. x

)

Chain of Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

— _/
A \
\answer is9. o e )

https://arxiv.org/abs/2201.11903



Code assistants Y
@ «

Can make Al more
accessible

Docsnt require GitHub Copilot:
owlodge Al that builds with you

What are the pros
and cons?

& GitHub Copilot

Ask a question or type /' for topics




Agentic Al

Query: How many muffins can each kid have for it to be fair? Execution : kid_patches:

image_patch. find("kid")

Generated Code muffin_patches =

1mage patch find("muffin") |

def execute_command(image):
image_patch = ImagePatch(image)
muffin_patches = image_patch.find("muffin")
kid_patches = image_patch.find("kid")
return str(len(muffin_patches) // len(kid_patches))

» len(muffin_patches)=8
» len(kid_patches)=2

»8//2 = 4

e Al that writes and executes code (ie Viper GPT, many more)
e Enables more complex reasoning

e Provides structure to force reliance on real data and functions/reduce
hallucinations

https.//arxiv.org/abs/2303.08128



Agentic Al

Scientist inputs

Research goal

Scientist describes a
research goal along with

Scientist
preferences, experiment
constraints, and other
The scientist interacts attributes.
with the system by

specifying a research Add idea
goal in natural language. U

They can also suggest Review idea

Discuss research

their own ideas and
proposals, provide
feedback and reviews,
and interact via a chat
interface to guide the
co-scientist system.

\

Discuss via
chat interface

Research proposals and
overview

Top-ranked research

hypotheses and proposals

are summarized into a
research overview and

shared with the scientist.

The Al co-scientist multi-

Research plan
configuration

Ranking Agent C

tournaments

Research hypotheses
comparison and ranking
with scientific debate in
tournaments. Limitations
and top win-loss patterns

are summarized and
provided as feedback to
other agents. This enables
iterative improvement in
quality of research
hypothesis generation
creating a

self-improving loop. C

Simulated scientific debate

agent system

Generation Agent —

Literature exploration

Reflection Agent
Full review with web search
Simulation review
Tournament review
Deep verification

Evolution Agent

Inspiration from other ideas
Simplification
Research extension

Proximity Check Agent

Meta-review Agent

——

e

Research overview formulation

The Al co-scientist system design
https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/

AI

Al co-scientist

The Al co-scientist
continuously generates,
reviews, debates, and
improves research
hypotheses and
proposals toward the
research goal provided
by the scientist.

Tool Use
Search
Additional tools


https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/

